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ABSTRACT: One of the biggest issues facing today's computer networks is the rise in online attacks. Therefore, it is 

essential for any computer network to establish security measures to stop such assaults. Intrusion Detection Systems 

(IDS) can more accurately identify assaults and system irregularities with the aid of machine learning and data mining 

techniques. However, the majority of the techniques that have been researched in this area, such as rule-based expert 

systems, are unable to effectively detect attacks that exhibit patterns that differ from those that are anticipated. Artificial 

Neural Networks (ANNs) can be used to classify the data and detect attacks, even in cases when the dataset is 

restricted, nonlinear, or incomplete. This study presents a technique that combines the Multi-Layer Perceptron (MLP) 

ANN with the Decision Tree (DT) algorithm. Artificial Neural Networks (ANNs) can be used to classify the data and 

detect attacks, even in cases when the dataset is restricted, nonlinear, or incomplete. This study proposes a technique 

that combines the Multi-Layer Perceptron (MLP) ANN with the Decision Tree (DT) algorithm to detect attacks with 

excellent accuracy and dependability. 
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I. INTRODUCTION 

 

Attackers and intruders can enter computer networks and cause major issues for users and network 

administrators by using anomalous traffic. For instance, an attack on a business firm could result in the loss of a large 

quantity of money and sensitive data. IDSs can identify attack traffic and report it to the firewall, even when they are 

unable to block it on their own. The reported traffic is then blocked by the firewall. Therefore, a strong firewall 

combined with a well-trained intrusion detection system can effectively safeguard the network. Since the IDS presented 

in this study is offline, it has undergone training prior to being installed on a network. An online IDS, on the other 

hand, is taught using online traffic data and operates in real time. 

 

Multi-Layer Perceptron (MLP) Neural Networks [2] and Decision Trees (DT) [1] are two of the most well-

known and widely used machine learning techniques for classification. DTs can identify anomalous traffic by creating a 

variety of intentional restrictions. By examining the dataset's features, this algorithm is able to create these rules. It is 

possible to diagnose the type of traffic once a DT has been trained. The tree can be subjected to network traffic. Certain 

rules that are generated in the tree's node would decide the record's trail. The sort of traffic will be discernible when the 

record reaches a leaf. An other effective method for categorisation is the use of artificial neural networks.Widely 

employed in machine learning, artificial neural networks (ANNs) are computational models modelled after the 

biological nervous system of the human brain. A typical artificial neural network (ANN) is portrayed as a network of 

interconnected "neurones" that can calculate values from inputs [3]. In this research, the dataset is classified using an 

MLP ANN. By establishing connections between attack entries, this network can assist the system in accurately 

identifying them.In many situations, ANNs can help the system function dependably even when there is ambiguity. The 

KDD CUP 99 [4] dataset from the Defence Advanced Research Projects Agency (DARPA) was used for the 

simulation. Along with one label that creates its 42 records, this dataset includes 41 network traffic features that have 
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been analysed [4]. 

 

KDD Cup 99 is one of the most well-known datasets in IDS-related research. For categorisation purposes, DT and 

MLP have been applied numerous times. The authors of [5] categorise attack and normal records using DT and NN-

oriented methods. The Decision Support System (DSS) is used in their hybrid intrusion detection system (IDS) to 

detect misuse in KDD CUP 99. Support Vector Machines (SVM), DT, and Simulated Annealing (SA) are utilised by 

the authors in [6]. They employ SVM and SA for feature selection and SVM and DT for classification in their 

cumbersome approach. Their approach has a high rate of anomaly detection. The authors of [7] suggest a multi-level 

hybrid classifier that blends unsupervised Bayesian Clustering and supervised DT.Their approach has a high rate of 

anomaly detection. The authors of [7] suggest a multi-level hybrid classifier that blends unsupervised Bayesian 

Clustering and supervised DT. The performance of their approach on KDD CUP 99 demonstrates a low false alarm 

rate. To improve performance, these three recent publications combine DT with several different techniques. This 

shows that when DT is used in conjunction with another carefully selected algorithm, it performs fairly well. In [8], the 

typical training data is broken down into smaller subsets before a misuse detection model based on DT is constructed.A 

number of one-class SVM models are applied to the decomposed subsets. Their KDD CUP 99 results indicate a low 

false alarm rate, which is crucial for an intrusion detection system. The authors of [9] provide an ensemble 

classification technique that uses the radial basis function and MLP. The outcomes of their approach demonstrate better 

performance when compared to using these two algorithms exclusively. The K-mean Clustering technique is used by 

the authors in [10] to divide the dataset into a subspace. They then examine each space using a collection of MLPs.On 

the DARPA dataset, their model has revealed suitable performance. The authors of [11] employ SVMMLP, which is 

built on SVM and MLP. Compared to employing SVM alone, their technique has fewer space and time difficulties. The 

accuracy of their model on DARPA NSL-KDD is observable. To create a potent IDS, the authors of [12] combine the 

SVM, K-means, and MLP algorithms. When compared to other methods currently in use, their approach shows higher 

performance. 

 

To improve their performance, the majority of studies combine DT and MLP with other clustering or 

classification techniques. These two approaches are particularly helpful due to their relative ease of usage. Other 

techniques, like RBF and SVM, demand greater timeliness. In this sense, it is easier to achieve outstanding outcomes 

with a hybrid IDS that incorporates the efficacy of both DT and MLP. The important thing is to use a straightforward 

technique that can be applied to actual networks. In contrast to this paper's approach, the majority of the 

aforementioned works utilise DT and MLP capabilities with a number of large and complicated tools that could be 

difficult to apply in the actual world. 

 

Considering all assault kinds as a single primary attack class is one of the main goals of researchers [13–16]. 

This preprocessing procedure could have encouraging results in reducing false positive and false negative rates, which 

are essential for an effective IDS in offline detection, where the IDS has adequate time to develop its best potential 

model. The suggested approach makes use of every feature in KDD CUP 99. This approach makes use of DT and 

MLP's fruitful prediction capabilities. A well-trained MLP can function exceptionally well on its own. When a DT and 

this potent neural network are combined, an improved  IDS will be produced. The suggested approach takes advantage 

of the advantages of these two algorithms in a well-constructed dataset. 

 

II. THE SUGGESTED METHOD 

 

The KDD CUP 99 dataset is enormous. Over 4 million records make up the original training dataset. It is 

therefore laborious to use the original dataset for the sinulation. For simulation purposes, researchers attempt to 

generate random train and test datasets in this regard. A dataset comprising 43,000 train records and 21,000 test records 

is chosen for this strategy. Each dataset contains 10,000 records, of which 10,000 are regular records and the remaining 

10,000 are assault records. It should be noted that the KDD CUP 99 dataset has an excessive amount of redundancy. 

The majority of the records in the dataset are exactly the same since many traffic records were recorded by listening to 

traffic for a brief period of time. As a result, the redundant records are deleted before the random sampling phase 

begins. Normal and assault records were chosen at random from the irredundant dataset. Attack records were chosen 

from the original KDD CUP 99 dataset, which contains a variety of attack kinds. This kind of selection makes the 

model more accurate in real-world applications by simulating real-world settings. the distribution of records between 

our dataset and the original dataset. 
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One of the most effective and often used classification techniques in IDS is MLP. A researcher can create a 

well-trained model to categorize desired classes by adjusting the MLP design. The suggested MLP network has been 

created with two layers, each containing eight neurons, taking into account the link between the number of layers and 

neurons, the speed, and the simulation's error rate. These neurons were chosen in order to adequately cover the volume 

of incoming data. Levenberg-Maquardt has been used as the training function for these simulations. Train records make 

for 43/21 of test records. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The suggested approach attempts to capitalize on the strengths of both algorithms in order to produce superior 

results, taking into account the performance of the DT and MLP algorithms in the trials conducted for this paper as well 

as the earlier research of other researchers. The suggested approach is created in two stages. The first step involves 

training both DT and MLP on a random dataset containing 41 features (referred to as the original dataset from now on) 

and obtaining the outputs (predicted values). These algorithms use their input records to forecast the type of traffic. 

They are able to create logical connections between input and output data and create a model that can precisely forecast 

fresh inputs. As a result, for every input traffic record, the algorithms forecast "Attack" or "Normal". It has two outputs 

to represent Attack and Normal recordings, eight neurons in each of its two hidden layers, and 41 inputs to cover the 41 

features of the original dataset. 

 

 

 

 

 

 

 

 

 

 

 

 

The results of DT and MLP are combined with the dataset's original labels to form a new dataset in the second 

phase. The anticipated values of running DT and MLP on each and every record from the original dataset are thus two 

unique properties of the new dataset, which we will refer to as the new dataset from now on. Stated differently, each 

record's DT and MLP findings from phase one are recorded and added to the new dataset. "Normal" or "Attack" are the 

results of DT and MLP; we substitute the corresponding numbers of "1" or "2" for these values. The label that shows 

whether this item is "Normal" or "Attack" is then added to the new dataset. The MLP network is then trained once more 

using the fresh dataset, which consists of three columns (two features and one label). The outcomes are assessed after 

feeding the newly acquired dataset to the skilled MLP. It has two outputs to represent Attack and Normal recordings, 

eight neurons in each of its two hidden layers, and two inputs for the results of DT and MLP from the first phase. 
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The new dataset is the result of running DT and MLP on the previous dataset. The well-trained MLP is applied 

to the fresh dataset in the second phase. Ultimately, three distinct criteria can be used to evaluate the suggested IDS. 

 

False Alarm Rate (FAR) is the metric used in this study to assess the outcomes. Detection Rate (DR) and 

Accuracy (A). These three factors are important instruments for assessing an IDS's effectiveness. The results of the 

suggested approach and its improved performance are demonstrated in the next section. 

 

 

 

 

 

 

 

 

 

III. RESULTS OF SIMULATION 

 

Every IDS is evaluated using standard criteria to assess whether or not its performance is sufficient. The 

system may assess its performance in practical applications with the use of these examined evaluation criteria. A 

suitable IDS would favor lower FAR and greater A and DR. The following is an explanation of these terms: 

 

 

 

 

 

 

 

 

 

The number of Attack records that were accurately classified as Attack is represented by TP (True Positive), 

while the number of Normal records that were correctly labeled as Normal is represented by TN (TrueNegative).  

 

FN (False Negative); the amount of Attack records that were mistakenly classed as Normal; 

FP (False Positive); the number of Normal records that were mistakenly classified as Attack  

The original dataset was used to test the DT and MI.P classification algorithms as a learning system in the suggested 

approach. And they get their outcomes. The outcomes of these two algorithms are shown in Table 2, which also 

contrasts their A, FAR, and DR. 
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Both classification techniques function appropriately, as table 2 illustrates. Results from MI.P are better than 

those from DT. FAR is one of the most crucial factors in assessing an IDS since it shows how reliable it is in practical 

applications. MLP's efficacy and dependability are acknowledged by its extremely low FAR. FP has a direct impact on 

FAR. IDSs need to have low FP. Classifying suspected traffic that is actually typical as an attack may appear 

innocuous, but on a large scale, this characteristic can reduce an intrusion detection system's credibility. 

 

The suggested approach improves the MLP's performance by recommending a new dataset. This indicates that 

the suggested approach makes use of both algorithms' capabilities to get better outcomes. Although DT outcomes are 

clearly not as good as MLP, they do assist MI.P perform better. The output dataset from the second phase includes 

important details on DT's outputs. With the use of this useful DT data, MLP is able to attain better outcomes in the 

second phase that were not possible in the first. 

 

 

 

 

 

 

 

 

 

 

 

 

 

The effectiveness of DT and MLP on two distinct stages of the suggested approach. Each classification 

algorithm is preceded by its phase number. In both phases, the MLP performs better. Both datasets have the same DR 

of DT (98.01), however the output dataset's accuracy (97.94) is somewhat better by 0.01 percent than the original 

dataset. Although this may seem like a small improvement, it can help IDS correctly identify many records in situations 

when a large number of records are received in a short period of time. The MLP has the best DR and A (DR: 99.93 and 

A: 99.75), demonstrating that applying the MLP to the new dataset can result in an enhanced IDS. 
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FAR of MLP and DT on the new and original dataset. In the second phase, MLP performs better on the new 

dataset, but FAR in DT remains constant across datasets. In this scenario, MLP on the new dataset has the lowest FAR 

(0.08). As a result, the FAR, like DR and A, has the best overall outcome when using the suggested strategy. Using 

MLP with the new dataset could promise respectable performance in the actual world, given that FAR is one of the 

main criterion of IDS for system dependability. 

 

 

These outcomes demonstrate the effectiveness of the suggested approach. The suggested approach improves 

the performance of both algorithms. The new dataset includes useful data regarding the performance of both 

algorithms. We can demonstrate the capabilities of both classifiers with better outcomes if we consider this dataset as a 

train dataset and evaluate its performance using classification techniques. 

 

IV. FINAL RESULTS 

 

This study suggests a technique for creating an accurate intrusion detection system with a high detection rate 

and a low false alarm rate that is based on artificial neural networks and decision trees. There are two distinct stages to 

this approach. By feeding the classification outcomes of the DT and MLP networks onto the random dataset, a new 

dataset is created in the first step. The data in the new dataset is once more classified using the MLP network in the 

second step, after which the outcomes are assessed. This hybrid approach has the potential to produce encouraging 

results. This technology can provide dependable outcomes in practical applications because to its extremely low FAR. 

Therefore, it is anticipated that future research will appropriately take into account the potential of such hybrid 

approaches. 

 

V. ASSERTIVE 

 

The KDD CUP 99 dataset was made publicly available by the UCI machine learning repository, for which the 

authors of this study are grateful. 
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